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Abstract. This paper addresses the following questions related to buffer management schemes for high
speed integrated services networks: (i) given the pattern of cell arrivals from different classes of traffic,
can buffer control significantly influence the effect of cell loss, and (ii) what are the “best” policies for
selecting cells for transmission from buffers in the network nodes as well as for rejecting cells when the
buffers are full. The basic approach to answering these questions is to impute a cost of losing cells which
could depend on the class of application, and to minimize this cost over the finite or infinite time horizons.
The policies we derive using this cost minimization approach are best in the sense that they minimize linear
cost functions of cell losses, at each instant of time during the system’s operation. We also show how to
construct policies that minimize general cost functions of cell loss rates.
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1. Introduction

In this paper we consider buffer management policies for very high speed asynchronous
transfer mode (ATM) switches that support multiple classes of traffic and guarantee ne-
gotiated Quality of Service (QoS) to the users [8]. The explosive growth of Internet,
users and applications with many carriers supporting ATM networks [7], large ATM
switches with capacity over 40 Gb/s or 100 Gb/s are becoming a necessity [31]. Given
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the very high speeds of emerging ATM switches, the difficulty in accurately characteriz-
ing network traffic, and, the necessity to provide stringent QoS, it is extremely important
to develop buffer management policies that:

• uses little or no information about the state of the buffers (at the ports) in the switch
as well as the state of neighboring switches,

• works in a (near) optimal fashion for any traffic arrival process (i.e., policy indepen-
dent of traffic generation), and,

• can be implemented with little or no change to the existing switching and scheduling
mechanisms.

The scheduling policies developed in this paper addresses all the above concerns.
Many ATM switch manufacturers such as Marconi (Fore) [38] have implemented

a large number of suggestions made in the literature including increasing the size of the
output buffers (current Marconi switches have capacity of 10 Gb/s with output buffers
of 65,536 cells per port) to avoid excessive loss of packets. There are several reasons
why packet loss is still a concern. Firstly, extremely bursty traffic which is often seen
in IP can cause severe losses even with such large buffers. Under bursty conditions, one
way of performing congestion control is to use an adaptive-cell discard policy [8]. It
is shown (in [25]) that by discarding only 5% of the traffic, the queue lengths can be
reduced by a factor of 10. The scheduling policies we develop in this paper are adaptive,
i.e., packet loss is monitored and packets are admitted or rejected on this basis. Second,
several authors have suggested that congestion control could be achieved through pricing
the network traffic based on service requirements (see [27,49]). Such pricing schemes
only control admission but do not help scheduling (see [27]). In this paper we develop
cost-based scheduling policies so that users receive the service they paid for.

Third, large buffers can reduce loss but will increase delay. The recent literature fo-
cuses on employing a shared buffer for all the ports of the switch as this minimizes buffer
size requirement, improves buffer utilization and optimizes cell loss performance [31].
A hierarchical buffer management scheme for an ATM switch with shared buffer is de-
veloped in [21] where a combination of static and dynamic thresholds are used to ensure
efficient and fair usage of buffer memory. A survey of the buffer management methods
that have been proposed for shared memory ATM switches is presented in [1]. Sharma
and Viniotis [46] consider a shared buffer systems and derive the properties of the op-
timal policy which gives the least-average expected total cell loss probability under a
given discrete Batch Markovian Arrival Process scheme.

Although shared buffer ATM switches have desirable properties, it is too large and
complex to be easily implemented [31]. Alternatively making each buffer smaller and
shared among a group of ports results in small-sized buffers that are easy to implement.
The Knockout switch developed by AT&T was an early prototype where the amount of
buffers was reduced at the cost of higher cell loss [20].

The standard queue scheduling structures available in most switches include: static
priority, weighted round robin, and, waited fair queueing, all of which will not change in
small or large capacity switches [31]. These queue scheduling structures are described
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in detail (including mathematical models) in [30]. In this paper we focus on small sized
buffers and suggest optimal scheduling policies that are easily implementable extensions
to the standard queue scheduling structures available on most switches. There are several
other papers in the research literature that deal with buffer management in ATM switches
[9,32,37,56].

We model a buffer in an ATM multiplexer (switch) as a finite queue with a single
server. Cells sharing this buffer arrive to the multiplexer from several different traffic
streams with different levels of tolerance to cell loss. A buffer management algorithm
exercises control over the queue through two main actions: the scheduling rule deter-
mines the order of transmission of cells from the buffer, and the rejection rule is used
to decide which cell(s) to discard from the buffer in the event of congestion. In this
paper, the goal of the buffer management policies is to optimize a given loss-oriented
performance criteria. When several classes of service are present, a multi-class perfor-
mance criterion can be designed by constructing a suitable cost function depending on
the desired effect. The simplest performance criterion that we consider is the weighted
sum of the number of lost cells of each stream, over a given time interval. Presumably,
this weighted sum will reflect the relative importance of cells of different traffic classes,
and the weights assigned to each class will be chosen in accordance with the priority
given to that class. More complex performance criteria that address issues of fairness
and contracted loss guarantees are also considered.

For a single node in an ATM network, the main contributions of this paper are:

• We consider an arbitrary arrival sequence of cells from multiple streams to a single
switch with a finite buffer. Each stream i, carries a different per unit cost, ci , asso-
ciated with cell loss. The obvious control policy which always schedules the highest
cost cell, and rejects the least cost cell minimizes the cost function,

∑
i ciLi(t), where

Li(t) is the number of cells from stream i lost over the interval [0, t]. This result is
proved to hold over every finite time interval for arbitrary sequence of cell arrivals.

• Again we consider an arbitrary arrival sequence of cells from multiple streams to a
single switch with a finite buffer. The cost in this case is expressed as a general func-
tion of the cell loss rates, limt→∞ Li(t)/t . For this model, we develop a numerical
optimization procedure for constructing control policies that provide a performance
as close to the optimal as desired.

• We completely characterize the set of achievable loss vectors over a finite time inter-
val, and the set of achievable loss rates over the infinite time horizon.

The novel features of these results are:

• A cost-based approach to finding good buffer management algorithms is shown to
provide flexible means for trading-off cell losses amongst different service classes.

• All of the results are formulated for arbitrary sequences of cell arrivals and therefore
do not rely upon any stochastic models. This is very attractive for ATM networks in
particular, since we make no special assumptions about traffic.
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The study of buffer management mechanisms for a single node is useful in provid-
ing better insights into the much harder end-to-end (or network-wide) case. In order to
illustrate the single node results, and to demonstrate its applicability in the end-to-end
case, we present simulations of an ATM network carried out using a commercial-off-the-
shelf networking software COMNET [14] on a personal computer. The ATM network
is modeled as a sequence of switches supporting different traffic streams, both through
(end-to-end) and cross traffic. The simulation results indicate that the optimal single-
node-policies work well when used for end-to-end control in a network.

There is a considerable amount of literature related to the work presented in this
paper. The problem of minimizing cell loss in the single node case has been addressed
in [3,12,13,27–29,34,36,40–43,47,48]. In [28], two classes of traffic are modeled and
the cell loss is analyzed by modeling the switch as an M/G/1 queueing system. The
scheduling rule is First Come First Served (FCFS) and the rejection rule allows a cell
from the high priority class to displace a cell from the low priority class when the buffer
is full. Kroner et al. [34] analyze the same system but consider another scheme called
partial buffer sharing. In this scheme, cells from a class are blocked from entry when the
buffer occupancy reaches a certain threshold level. They also propose route separation
in which buffer space is reserved for different classes along a route in the network.
Cidon et al. [12] are concerned with buffering policies for two classes of traffic that can
guarantee a loss probability to cells from the high priority class regardless of the arrival
characteristics of cells from the low priority class. They assume that the cells are of the
same size and need a deterministic time for transmission. They fix the scheduling rule
to be FCFS for this two class system and seek a rejection rule that can guarantee a level
of performance for the high priority class which is at least as good as when this class
is served by a dedicated switch with a given buffer of size M. Lin and Silvester [36]
also model a two class system, and evaluate the performance under different priority
queueing policies. They model the system as a discrete-time multichannel queue with
finite buffer capacity. The cell transmission time is deterministic; and arrival as well
as departure instants correspond to discrete time points called slot boundaries. Their
model permits correlation between the arrival processes of the two classes. Bounds are
provided for the loss probability of the high and low priority classes. They show that
cell loss can be significantly influenced by using priority schemes for buffer control.
Petr and Frost [42] use a dynamic programming approach to minimize the average cost
of discarding cells in a system with an arbitrary number of classes of traffic – given that
there is waiting room for just one cell. The service time is assumed to be constant and
the arrival pattern is as in [36]. This study is extended in [43] where the problem of
maximizing the offered load over all nested threshold-type policies is considered.

In [48], a single switch with constant transmission times and an arbitrary arrival
process is considered. It is shown that when there are two classes of traffic, a rule that
gives priority to the high priority cells minimizes the loss of high priority cells. These
results are a special case of our results. Awater and Schoute [3] consider both delay
and losses. They consider a slotted-time model with constant transmission times, and
assume that the number of cells that arrive in a time slot is given by an i.i.d. multinomial
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distribution. The novel feature of their paper is that one traffic stream requires low-delay
and the other requires low-loss. They characterize the optimal policy using Markov
decision theory.

Peha and Tobagi [40,41] use a cost function-based approach to minimize cell loss
as well as delay. They propose cost-based scheduling and cost-based dropping heuris-
tics to fine tune network performance, and evaluate the performance of these heuristics
using simulation. A key contribution of their work is to show that complex buffer con-
trol schemes can actually be implemented in hardware in a cost-effective manner. Clare
and Rubin [13] consider a slotted-time queueing system in which the service time is de-
terministic and cells can begin and end transmission only at slot boundaries. For each
source, the number of cells that arrive in a slot form an i.i.d. sequence, and, the arrivals
of cells from different sources in the same slot may be correlated. They show that a work
conserving policy, i.e., one that never idles when there are cells awaiting transmission
and a non-expulsive rejection policy, i.e., one that rejects a cell only when the buffer
is full, minimizes the total number of lost cells at every time instant (see remark 3 in
section 3 for an application of this result).

The remainder of this paper is organized as follows. Section 2 describes the model
we consider, the definitions, and notation used. The analytical result for linear cost func-
tions is presented in section 3 which is followed by simulations to support the analytical
results. Optimization of general cost functions is discussed in section 4. In this section,
we also describe how the results can be used to construct practical controls. Numerical
examples based on simulations using COMNET to extend the analytical results from the
single node to the network case are given in section 5.

2. The model and definitions

We study a single multiplexer or switch within a route R, which has the a topology as
shown in figure 1. The route R traverses K switches S0, . . . , SK−1. The main traffic
stream originates at the first switch and traverses each of the K switches in R. The main
stream can be some mixture of N traffic streams. The architecture of a switch is shown
in figure 2. The switch fabric is assumed to be fully interconnected. Demultiplexers at
the input feed into multiplexers that implement output queueing. Each of the switches
has J input links and J output links. The traffic arriving on each of the J input links is
demultiplexed and queued at output buffers at the J output links. The route R uses one
input link and one output link in each switch. The output buffers have a fixed capacity
of B cells. A cell arriving at the switch on any of the other J − 1 input links uses the
same output link from the switch as route R with probability 1/J . These cells constitute
the cross traffic that interferes with the cells from the main stream. Cells from the cross
traffic arrive to the same output buffer used by main stream cells, and leave the switch
on the same output link as route R.
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Figure 1. The route R under study.

Figure 2. Switch architecture.

The multiplexer is modeled as a single server queue with a finite buffer having
waiting room for B cells. Cells from M different streams arrive to the multiplexer. We
next describe the parameters of this system:

M = number of different arrival streams of cells.

Tn,i = inter-arrival time between the nth and the (n + 1)st cell from stream i to

the system, n = 0, 1, 2, . . . , i = 1, 2, . . . ,M. The Tn,i’s do not depend on the

state of the system. This is the only restriction placed on the arrival processes.
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Sn = service time of the nth cell to be taken up for transmission. We assume that

the service times Sn’s do not depend on the inter-arrival times.

Ft = the history of the arrivals, past service times and residual service time

at time t , if any.

A= class of scheduling rules considered. The scheduling rules we consider

are non-idling (work conserving, [54]), non-anticipatory (cannot know the

future), non-preemptive (will not stop ongoing work), and non-expulsive

(will not reject a cell unless the buffer is full).

We make the qualification of being non-anticipatory precise below (please see the
definition of u(t)). We further define:

Lm = the time instant at which the mth cell is lost,

L(t)= total number of cells (from all streams) lost till time t ,

u(t)= the control exercised on the system.

The control involves (a) deciding which cell to take up for transmission when the server
is free and there are cells available for transmission in the buffer and (b) deciding which
cell to drop when an arriving cell finds the buffer full. The controls considered are
those that use only the information contained in the history till time t , i.e., Ft . Such
controls are said to be non-anticipatory. For convenience we denote the use of the control
{u(s), 0 � s � t} by the superscript u:

Lu
i (t)= total number of cells of type i lost till time t , when control u is

used, i = 1, 2, . . . ,M,

Nu
i (t)= the number of type i cells in the system at time t , i = 1, 2, . . . ,M,

N(t)=
M∑
i=1

Nu
i (t) ∀u ∈ A.

In our model, the scheduling rules are non-expulsive and work conserving, the
inter-arrival times do not depend on the state of the system, and the service times do
not depend on the identity of the arrival stream. Therefore it follows that N(t), Lm, and
L(t) do not depend on the control u, see [13] for a proof. It can also be verified that
given a control u(t), the quantities Lu

i (t) and Nu
i (t) can be obtained from using just the

information contained in the history till time t , i.e., Ft .

3. Linear cost

In this section we address the problem of determining a control u in order to minimize the
weighted sum of the Lu

i (t)’s, i.e., minimize over u ∈ A,
∑m

i=1 ciL
u
i (t), for all t . Before

considering this problem, we prove an important property of cell loss under a small class
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of controls, called the absolute priority rules. It turns out that for optimization under the
performance criteria studied in this paper, it is sufficient to restrict our attention to this
class. We present the analytical results first, followed by simulations to support the
analytical results.

3.1. Analytical results

Consider the class of scheduling and rejection rules, �, in which a rule π ∈ �, first,
orders the stream indices as (π1, π2, . . . , πM), then assigns the highest scheduling prior-
ity to stream π1, next highest to stream π2 and so on with the lowest scheduling priority
being given to stream πM . The rule also assigns the lowest rejection priority to the
stream π1, and the highest to stream πM . When choosing to schedule the next cell or
when forced to reject a cell, the rule π always chooses a cell from the stream with the
highest scheduling or rejection priority respectively. The class � is said to be the class
of absolute priority rules, and � ⊂ A. We show below that any rule from the class �
achieves a particular ordering (see lemma 1) of the number of cells lost till time t , for
every t . This property can then be used to optimize the cost of lost cells for suitable loss
functions, by simply selecting an appropriate rule from �.

Lemma 1. Starting at time 0, from the same initial conditions, for any π ∈ �,

n∑
i=1

(
Lπ
πi
(t) − Lu

πi
(t)

)
� 0, ∀n = 1, 2, . . . ,M, ∀t � 0, and any u ∈ A.

Proof. Define

Xn(t) =
n∑

i=1

(
Nπ

πi
(t) − Nu

πi
(t)

)

and

Yn(t) =
n∑

i=1

(
Lu
πi
(t) − Lπ

πi
(t)

)
, n = 1, 2, . . . ,M.

We show that the following relationship (which is stronger than the claim of the lemma)
is true for all time t and all n = 1, 2, . . . ,M:

Yn(t) � max
(
Xn(t), 0

)
. (1)

Fix n. The relation in (1) is true at time 0, since the initial conditions are the same.
Assume that the relation is true in the interval [0, Lm], i.e., from time 0 to the instant of
the mth cell loss. Due to the nature of the scheduling rule (i.e., π schedules a cell from
stream πi ahead of πj if i < j ), the relation is seen to hold during the time [Lm,Lm+1).
At time Lm+1, we need to consider two distinct cases:
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Case 1: Rule π rejects a cell of stream j /∈ {1, 2, . . . , n} or both u and π reject a cell
from stream j ∈ {1, 2, . . . , n}. In this case, inequality (1) holds at time Lm+1 as
it held at time L−

m+1.

Case 2: Rule π rejects a cell from stream j ∈ {1, 2, . . . , n} and u rejects a cell of stream
j /∈ {1, 2, . . . , n}. It follows that:

Yn(Lm+1) = Yn
(
L−
m+1

) − 1 = Yn(Lm) − 1. (2)

Since inequality (1) held at time Lm, we also have

Yn(Lm) − 1 � Xn(Lm) − 1 (3)

and

Xn(Lm+1) = Xn

(
L−
m+1

) − 1 � Xn(Lm) − 1. (4)

The equality in (4) is obtained from the assumption for case 2, and the inequality by the
nature of the rule π . Further note that if Xn(Lm) � 0, then case 2 can never happen. To
see this, assume that Xn(Lm) � 0. This implies that at time Lm, the system controlled
using π had fewer cells belonging to the streams {1, 2, . . . , n} than the system controlled
using u. As no cells were rejected during [Lm,Lm+1), and due to the nature of the
scheduling rules, the system controlled using π must still have a smaller total number of
cells belonging to the streams {1, 2, . . . , n} at time L−

m+1. This implies that once again by
the nature of the two scheduling rules and because the total number of cells belonging to
all streams that are present in the buffer at any time t , does not depend on the scheduling
rule, π could not have rejected a cell from the streams {1, . . . , n} at time Lm+1. Thus we
must have:

Xn(Lm) > 0. (5)

Combining (2)–(5), we get:

Yn(Lm+1) = Yn(Lm) − 1 � Xn(Lm) − 1 � max
(
Xn(Lm+1), 0

)
. (6)

�

Using this lemma, we can now prove:

Theorem 2. Given constants c1 � c2 � c3 � · · · � cM , if the objective is to minimize
over u ∈ A,

∑m
i=1 ciL

u
i (t), for all t , then the objective can be achieved by using the rule

π ∈ �, such that π1 = 1, π2 = 2, . . . , πM = M.

Proof. We use an inductive proof. Assume that given any b1 > b2 > · · · > bn > 0,∑n
i=1 biL

π
i (t) �

∑n
i=1 biL

u
i (t) is true. This is trivially true when n = 1. Then given

b1 > b2 > · · · > bn > bn+1 > 0, consider

n+1∑
i=1

bi
(
Lπ
i (t)−Lu

i (t)
) =

n∑
i=1

(bi−bn+1)
(
Lπ
i (t)−Lu

i (t)
)+bn+1

n+1∑
i=1

(
Lπ
i (t)−Lu

i (t)
)
. (7)
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The first term on the right hand side of (7) is less than or equal to 0 by the induction
hypothesis. The second term is also nonpositive by lemma 1. �

Remarks.

1. The control in theorem 2 achieves the minimum cost at all times t . Such a control
has been called by other researchers to be a least control or a path-wise least cost
control (see [50,55], for examples).

2. The control exhibited in theorem 2 will minimize all functions, f (·), of cell loss that
have the property:

n∑
i=1

(xi − yi) � 0, ∀n = 1, 2, . . . ,M − 1, and

M∑
i=1

(xi − yi) = 0 implies f (x1, x2, . . . , xM) � f (y1, y2, . . . , yM).

3. In the ATM context, the service time can be assumed to be the deterministic. Given
this, it can be shown that if the loss function is nondecreasing in the number of cells
lost from each stream, and if the objective is to minimize the loss function for a
single switch, then it is never optimal to idle the server when there is work to be
done or expel a cell when the buffer is not full, see [13]. Thus the qualifications that
the control policy should be work conserving and non-expelling can be dropped in
the ATM context.

4. A buffer management algorithm that always selects higher priority cells for trans-
mission before the lower priority ones, and discards low priority cells when the
queue is full, can be implemented efficiently in hardware. An architecture that ap-
plies the concepts of fully distributed and highly parallel processing to arrange the
cells’ transmission or rejection order is proposed in [10].

5. Lemma 1 completely characterizes the set of achievable loss vectors over a finite
time interval.

3.2. Simulation examples

In this section, we present some simulation results to support the analytical results pre-
sented in the previous section as well as extend the results from a single node case to a
network. We first discuss the experimental set up and then describe the results.

3.2.1. Experimental set-up
In these examples, the performances under the optimal policy and the First In First Out
(FIFO) policy are compared. We consider a “main stream” of traffic which travels over
route R, consisting of a series of switches with finite buffers. “Cross traffic” with respect
to this specific main-stream traffic arrives to the same output buffer used by cells from
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the main traffic stream, and departs from the switch on the same output link as route R;
but upon arrival to the next switch, the cross traffic is demultiplexed to a different output
buffer from route R and no longer interferes with the main stream (see figure 1). Time
is slotted with the length of a slot equal to the time to transmit a cell. A cell transmitted
by switch Si−1 takes one slot time to arrive at switch Si . A cell arriving at a switch is
immediately queued at the output buffer for transmission to the next switch. However,
this transmission can only occur at the earliest in the next time slot.

3.2.2. Numerical results
We model the main traffic stream and the cross traffic streams as Poisson arrival
processes. Other traffic stream models are considered for the general cost structure case
in section 4. The buffer size at all switches is B = 40. There are K = 8 switches on
the route. We compare FIFO policy and the optimal policy. There are two classes of
cells. The linear cost function used is C(t) = 2L1(t) + L2(t), where Li(t) is the total
number of cells of type i lost till time t . The optimal policy is to use an absolute priority
rule which gives class 1 the priority for scheduling and rejection over cells from class 2.
The FIFO rule gives neither class priority over the other, and schedules and rejects cells
based on the time of arrival to the buffer. Neither rule distinguishes between cells from
the main traffic stream and the cross traffic stream. The fraction of class 1 (high prior-
ity) traffic and class 2 (low priority) traffic is varied from 10 to 90%. The traffic load
is maintained at a high enough level to correspond to a loss probability of the order of
10−3. This level may be much higher than in an actual network, but it has the advantage
of testing the policies under extreme conditions with short simulation runs. The main
traffic traffic intensity is 0.75 and the cross traffic intensities are all 0.22. Each simula-
tion run is of length 106 slots, and we performed 30 replications of the simulations. The
length of the simulations and the number of replications were chosen such that the 95%
confidence interval for cell loss approximately equaled 5–10% of the average cell loss.

Figure 3. Total cost of cells lost under linear cost structure.
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Figure 3 shows the total cost of cell loss as a function of the mix of high and low
priority traffic. We observe that the cost curve under the optimal policy is almost flat,
indicating that the loss vector is relatively insensitive to changes in the traffic mix, and
most of the cell loss is borne by class 2 traffic. The total cost of using the optimal is well
below the FIFO cost.

4. General cost

Although the cost functions discussed in the previous sections are intuitively appealing,
there are instances where other cost functions would be of interest. As an example, for a
two class system class 1 could be far more critical with respect to cell loss because it is
an emergency communication channel, and class 2 may tolerate cell loss, L2(t), as long
as it does not exceed some value λt > 0. This would lead to a cost function of the form:

a1
[
L1(t)

]2 + a2
[
L2(t) − λt

]+
, (8)

where a1, a2 are positive constants and [x]+ = x if x > 0, and [x]+ = 0 if x � 0. Other
examples in which an appropriate cost functions could be used in the context of ATM
communication are enumerated below.

• Minimize the maximum loss of cells from any stream to ensure fairness,1

min
{
max
i

{Li(t)}
}
.

• Ensure that the loss for each stream i does not exceed a contracted fraction, say αi ,
of the total number of lost of cells,

min
∑
i

[
Li(t) − αi

[∑
j

Lj (t)

]]+
.

• Use a combination of the above criteria. For example, provide two grades of service
such that each grade as a whole does not exceed a given fraction of the total number
of lost cells, and within each grade minimize the maximum loss of cells over its
constituent streams.

4.1. Analytical results

It is impossible in general to obtain a control that minimizes the cost for each time t ,
when the cost functions are general. Therefore, we restrict our attention to the character-
ization of optimal control policies when the performance measure can be expressed as a

1 This corresponds to the max–min criteria for measuring fairness. See, for example, the ATM Forum
Technical Committee’s Traffic Management Specification 4.0 (April, 1996) which outlines fairness crite-
ria with regard to bandwidth (section I.3, p. 73). The max–min criteria figures prominently amongst the
examples discussed in these specifications.
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function of the cell loss rates.2 Assume that there exist non-negative finite real numbers
βu
i ’s such that

lim
t→∞

Lu
i (t)

t
= βu

i , i = 1, 2, . . . ,M. (9)

The numbers βu
i ’s denote the average rate of cell loss for type i cells when control u is

used. The set of achievable loss rates are characterized below. Let, βu
i (t) = Lu

i (t)/t .

Lemma 3. The vector of loss rates, {β1, β2, . . . , βM}, satisfies the conservation law,

M∑
i=1

βπ
π(i)(t) =

M∑
i=1

βu
π(i)(t), (10)

and
n∑

i=1

βπ
π(i)(t) �

n∑
i=1

βu
π(i)(t), ∀n � M. (11)

Proof. The proof follows from lemma 1 and equation (9). �

Based on this lemma, the search for the optimal performance over the infinite time
horizon can be reduced to solving a deterministic optimization problem.

Theorem 4. If the objective is

min
u

f
(
βu

1 , β
u
2 , . . . , β

u
M

)
, u ∈ A,

the optimal value of the problem can be found by solving the mathematical program:

min
x∈P∞

f (x1, x2, . . . , xM) (12)

where, x ∈ P∞ is a performance vector which can be expressed as a convex combination
of the loss rates under the absolute priority rules.

Proof. From [45, theorem 1] and earlier work in [26] every achievable performance
vector is contained in the convex polytope P∞ (which is the base of a polymatroid)
generated by the performance vectors {βπ

1 , β
π
2 , . . . , β

π
M} corresponding to the absolute

priority rules (π ∈ �). �

Remarks.

1. The practical significance of theorem 4 is two fold: (i) the minimum over the poly-
tope P∞ gives an achievable value of the target performance measure, and (ii) it

2 The ATM Forum Technical Committee’s Traffic Management Specification 4.0, specifies the Cell Loss
Ratio (CLR) as one of the QoS parameters that form the traffic contract. This supports our modeling the
cost as a function of the loss rate of cells.
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suggests that the optimal performance is a weighted average of the performance
under the different absolute priority rules. Given this solution, the optimal perfor-
mance can be obtained either exactly or as closely as desired (see section 4.2) by
determining a suitable combination of absolute priority rules to use. This two step
numerical optimization procedure makes the implementation of a good control pol-
icy easier than when the control has to remember the entire history of arrivals and
service times.

2. To highlight the difference in the nature of a good control policy for a network vis-
a-vis that for a single node, consider the same route R as shown in figure 1. Assume
that there is no cross-traffic, i.e., all external traffic comes to the first node in the
route. Assume that the service times are deterministic and equal at all switches.
Under these assumptions, all losses take place at the first node in the system. There-
fore the optimal policy for a single node will also be optimal for the entire system.
However, when there is cross traffic, the situation can change substantially because
feedback from adjacent nodes regarding the level of congestion at those nodes may
help us determine a better control. In particular the optimal control may no longer
be work conserving. This issue will be addressed in future work.

3. If there are large transmission delays between switches in a network, it would be
virtually impossible to use feedback information from up stream switches in order
to improve the control at a single switch. This is typically true since the switch-
ing times have become extremely small in giga-bit type ultrahigh-speed switches.
In such circumstances, the control technique suggested in this paper will perform
equally well in the network context.

4. Lemma 3 completely characterizes the set of achievable loss rates over the infinite
time horizon.

4.2. Constructing an optimal control

To construct a control using theorem 4, we need to first determine the vector of cell loss
(viz., the extreme points of the polytope P∞) for each absolute priority rule. Simula-
tion can be used for this purpose. However, since the loss probability is often of the
order 10−9 in ATM environments, the simulation runs will have to be very long un-
less fast simulation techniques based on importance sampling are used [39]. If it were
possible to characterize the arrival patterns before hand – e.g., from packetized voice –
the calculations of cell loss can be performed off-line and the actual control determined
in real time. Another method of estimating losses is to use approximations. However,
with the available approximation techniques for queues with bounded buffer space (see
[6; 26, chapter 4; 33; 44]), losses cannot be computed accurately. Simulations suggest
that estimates of the relative losses of cells from different streams for a given absolute
priority rule can be extremely sensitive to the arrival pattern of cells, also see the survey
given in [2]. The problem of obtaining estimates for the loss probability under the ab-
solute priority rules for general traffic input patterns is addressed in our previous work



OPTIMAL ATM CELL SCHEDULING POLICIES 345

[23,24,35] and others’ [4,5,15,16,18,19,51] based on large deviations, effective band-
widths and their extensions.

After obtaining the polytope and solving the mathematical program, the control
policy can be determined using one of two methods. (i) For a system with Poisson
arrivals and i.i.d. service times, once the optimal performance vector x has been obtained
from solving the program shown in (12), the control policy may be determined by using
the methods of [22]. (ii) The problem of obtaining the optimal control for the general
case is a very hard problem. Therefore, we suggest the use of different absolute priority
rules over different time slices to obtain as close an approximation to the optimal solution
as desired. In fact for the numerical example for a 2-class traffic system (section 5 the
policy of using an absolute priority for one class for a time slice and then switching
the priorities for the next time slice and so on is found to perform far better than other
scheduling policies. To see the validity of such a procedure, notice that starting with n

packets in the buffer the losses for any stream i under a given policy u will not exceed
Lu
i (t) + n when compared to the cell loss starting from an empty buffer. Therefore, as

the optimal performance measure is a weighted combination of the performance under
different absolute priority rules, the performance under this procedure can be made as
close to the optimal solution as desired.

4.3. Simulation experiments

We will demonstrate using a numerical example (generated by simulation experiments)
how to construct an optimal control. We need to validate the analytical results described
so far. We also have to illustrate how the policy works when the single node results are
extended to a network (see remark 2 of section 4.1). Therefore we simulate an ATM
network using a commercial network simulation software COMNET [14]. In addition,
we also use the simulations to test the performance of the scheduling policies.

COMNET can be used to simulate traffic for a route R depicted in figure 1. Mul-
tiple classes of mainstream and cross stream traffic can be simulated, and performance
measures in terms of cell-loss and delay can be generated for different control/scheduling
policies. To make the comparisons meaningful, the input traffic is kept the same for all
control/scheduling policies by using the same seed values. The number of switches (K),
route (R), number of input/output links to switches (J ), output buffer capacity (B), and,
number of traffic streams N , all defined in section 2 can be set in COMNET.

For the numerical examples in section 5, we use the route R described in sec-
tion 3.2, K = 8 switches, J = 2 output links to switches, buffer capacity B = 40,
N = 2 traffic streams for each of the main and cross streams. Also, the traffic is such
that class 1 cells constitute 20% of the total traffic and class 2 traffic 80% for both the
main as well as the cross streams. In addition, the cell size, link speeds and schedul-
ing/control mechanism (especially FIFO/FCFS and piecewise constant absolute priority
rules) can be chosen as appropriate.

To demonstrate that the analytical results in sections 3 and 4 do not depend on the
traffic arrival processes, we consider several types of traffic models that are supported
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by COMNET. In the next two sections, we describe three traffic models and their effect
on the performance measures.

4.3.1. Traffic models
We consider three models from a suite of traffic generation models available in COM-
NET (the numerical values described here are used throughout the remainder of this
paper):

• Poisson. The cells generated by sources are modeled using a Poisson process where
the time between two cells generated are according to an exponential distribution.
Note that the Poisson traffic model is not considered appropriate due to the long-
range dependence observed in the network traffic [53]. However, in order to demon-
strate that the analytical results are not dependent on the traffic model as well as to
benchmark against other models we use this Poisson model. The numerical values
chosen for the inter-arrival times for class 1 mainstream, class 2 main stream, class 1
cross stream and class 2 cross streams are 6.67, 1.67, 5.681 and 22.73 time units,
respectively.

• Pareto. The cells generated by sources are modeled using a renewal process where
the time between two cells generated are according to a Pareto distribution which is
heavy-tailed (infinite variance). Although not long-range dependent in the strictest
sense, using a Pareto distribution for the inter arrival times between the cells rep-
resents the network traffic reasonably well. Moreover, in terms of benchmarking,
this falls somewhere in between the Poisson and long-range dependent traffic per-
formance. The numerical values chosen for the Pareto inter-arrival time distribution
parameters (k, β) for class 1 mainstream, class 2 main stream, class 1 cross stream
and class 2 cross streams are (2.5, 1.6), (0.625, 1.6), (2.1307, 1.6) and (8.523, 1.6),
respectively, in appropriate time units.

• Bursty. The cells generated by sources are modeled using a bursty on-off process
where a random number of cells are “burst” out when the source is on and a ran-
dom number of cells are slowly generated when the source is off. The number of
cells burst out or generated are according to a normal distribution. However, the on
and off time durations are heavy-tailed (Pareto distribution). It is known that on–off
sources with heavy-tailed on-time and off-time distributions can be used to capture
essential features of self-similarity observed in measurements [17,52]. The version
of COMNET used does not support any other model for long range dependent traffic.
The numerical values chosen for the bursty traffic are described in table 1.

See figure 4. For each traffic model (Poisson, Pareto and bursty), for a single
sample path, the number of cells generated during a 1000 unit of time interval is obtained
from the simulations. Observations are made at times 1000, 2000, . . . , 10000 that record
the number of cells generated during the previous 1000 time units. Note that all traffic
models use the same mean cell generation rate (represented by the solid line). Note that
the Poisson traffic is relatively smooth around the mean in comparison to the Pareto and
bursty traffic. Clearly the Pareto and bursty traffic represent some of the Internet traces
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Table 1
Numerical values for the bursty traffic model.

On burst On time Off burst Off time
µ σ k β µ σ k β

Class 1
mainstream 30 8 1 1.5 6 1 9.375 1.6
Class 2
mainstream 7.5 2 0.25 1.5 1.5 0.25 2.34375 1.6
Class 1
cross stream 10 3 1.25 1.5 1 0.25 9.375 1.6
Class 2
cross stream 40 12 5 1.5 4 1 37.5 1.6

Figure 4. Comparing the number of cells generated every 1000 time units for the three traffic streams:
Poisson, Pareto and bursty of a single sample path.

pretty accurately. Clearly the bursty traffic has a lot higher variability than the Pareto
traffic.

4.3.2. Effect of traffic models
Before using the three traffic models to analyze the scheduling policies (this is done in
section 5), we compare the performance of the three traffic models with each other in
terms of the average loss. Note that when the average arrival rates are kept the same and
the traffic intensity or load is kept the same, the total loss incurred due to the different
burstiness in the traffic is very different. In fact the loss observed in the bursty model case
is several times larger than the Pareto model case which in turn is several times larger
than the Poisson case. Note that the performance measure that is compared is the total
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Figure 5. Comparing the total loss under FCFS for the three traffic streams: Poisson, Pareto and bursty
under identical traffic and load conditions.

loss experienced by all classes of traffic under only the FCFS scheduling mechanism.
However the losses for the individual classes as well as losses under other scheduling
schemes exhibit similar behavior as observed in figure 5.

Although the total loss is significantly different for the different traffic models, the
relative performance between different policies for scheduling multi-class traffic does
not depend on the traffic models. This is illustrated in section 5. To make the analy-
sis comparable and meaningful, simulation experiments whose results are reported in
section 5, are performed by keeping the total loss rate approximately the same order of
magnitude for all the three traffic models. This is done by suitably changing the link
speeds. Increasing the link speeds reduces the losses considerably.

5. Results for convex cost structure

In this example, we illustrate the use of ideas from theorem 4. Let the cost function be
C(t) = (L1(t)

2 + L2(t)
2). With the use of the FCFS rule, the average cell losses for

the two classes of traffic and the cost for the first 10000 slots are as shown in tables 2,
6 and 10 for Poisson, Pareto and bursty traffic, respectively. (All figures for cell loss
reported in this section are averages over 25 replications.3) To apply theorem 4, we
need to first generate the loss vectors for the two possible absolute priority rules. When
class 1 is given absolute priority over class 2, we observe the results given in tables 3, 7

3 The standard error was 5%.
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Table 2
Cell losses with FCFS rule for Poisson traffic with load = 0.97.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 2.92 12.44 163.2800
2000 6.28 27.96 821.2000
3000 9.32 40.48 1725.4928
4000 13.16 55.80 3286.8256
5000 16.36 69.36 5078.4592
6000 20.72 82.52 7238.8688
7000 23.40 91.64 8945.4496
8000 26.96 103.72 11484.6800
9000 29.72 113.44 13751.9120

10000 32.92 127.00 17212.7264

Table 3
Cell losses with priority for class 1 under Poisson traffic with load = 0.97.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 0 15.68 245.8624
2000 0 34.92 1219.4064
3000 0 50.48 2548.2304
4000 0 69.68 4855.3024
5000 0 86.76 7527.2976
6000 0 104.60 10941.1600
7000 0 116.40 13548.9600
8000 0 132.44 17540.3536
9000 0 145.44 21152.7936

10000 0 162.28 26334.7984

Table 4
Cell losses with priority for class 2 under Poisson traffic with load = 0.97.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 17.20 0 295.8400
2000 35.52 0 1261.6704
3000 52.12 0 2716.4944
4000 71.56 0 5120.8336
5000 88.08 0 7758.0864
6000 106.24 0 11286.9376
7000 117.36 0 13773.3696
8000 133.48 0 17816.9104
9000 147.40 0 21726.7600

10000 163.16 0 26621.1856
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Table 5
Cell losses with equal priority for Poisson traffic under load = 0.97.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 0 16.96 287.6416
2000 18.04 16.96 613.0832
3000 18.04 33.48 1446.3520
4000 36.44 33.48 2448.7840
5000 36.44 51.60 3990.4336
6000 53.68 51.64 5544.1024
7000 53.68 63.60 6926.5024
8000 69.52 63.60 8977.9904
9000 69.52 77.96 10910.7920

10000 85.32 77.96 13357.2640

Table 6
Cell losses with FCFS rule for Pareto traffic with load = 0.87.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 2.08 8.44 75.5600
2000 4.36 18.00 343.0096
3000 6.12 25.68 696.9168
4000 8.92 38.56 1566.4400
5000 11.84 49.04 2545.1072
6000 13.48 57.24 3458.1280
7000 15.48 67.68 4820.2128
8000 17.24 74.56 5856.4112
9000 19.80 83.04 7287.6816

10000 21.40 91.60 8848.5200

Table 7
Cell losses with priority for class 1 under Pareto traffic with load = 0.87.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 0 10.72 114.9184
2000 0 22.80 519.8400
3000 0 32.48 1054.9504
4000 0 48.48 2350.3104
5000 0 61.88 3829.1344
6000 0 72.04 5189.7616
7000 0 84.56 7150.3936
8000 0 93.56 8753.4736
9000 0 104.68 10957.9024

10000 0 115.04 13234.2016
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Table 8
Cell losses with priority for class 2 under Pareto traffic with load = 0.87.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 11.56 0 133.6336
2000 23.80 0 566.4400
3000 33.44 0 1118.2336
4000 49.84 0 2484.0256
5000 62.80 0 3943.8400
6000 73.40 0 5387.5600
7000 86.04 0 7402.8816
8000 95.92 0 9200.6464
9000 107.04 0 11457.5616

10000 116.68 0 13614.2224

Table 9
Cell losses with equal priority for Pareto traffic under load = 0.87.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 0 11.44 130.8736
2000 11.60 11.44 265.4336
3000 11.60 21.72 606.3184
4000 27.12 21.72 1207.2528
5000 27.12 35.20 1974.5344
6000 37.40 35.20 2637.8000
7000 37.40 47.92 3695.0864
8000 46.44 47.92 4453.0000
9000 46.44 59.84 5737.4992

10000 56.08 59.84 6725.7920

Table 10
Cell losses with FCFS rule for bursty traffic with load = 0.77.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 2.56 10.72 121.4720
2000 6.28 24.12 621.2128
3000 9.60 35.08 1322.7664
4000 13.12 45.00 2197.1344
5000 16.64 56.96 3521.3312
6000 19.68 66.64 4828.1920
7000 22.28 77.52 6505.7488
8000 25.04 86.92 8182.0880
9000 29.48 102.40 11354.8304

10000 33.68 113.64 14048.3920
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Table 11
Cell losses with priority for class 1 under bursty traffic with load = 0.77.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 0 13.56 183.8736
2000 0 30.80 948.6400
3000 0 45.32 2053.9024
4000 0 58.96 3476.2816
5000 0 74.52 5553.2304
6000 0 87.60 7673.7600
7000 0 101.36 10273.8496
8000 0 113.64 12914.0496
9000 0 133.80 17902.4400

10000 0 149.44 22332.3136

Table 12
Cell losses with priority for class 2 under bursty traffic with load = 0.77.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 14.60 0 213.1600
2000 31.36 0 983.4496
3000 46.20 0 2134.4400
4000 60.52 0 3662.6704
5000 76.00 0 5776.0000
6000 90.12 0 8121.6144
7000 103.96 0 10807.6816
8000 116.52 0 13576.9104
9000 136.20 0 18550.4400

10000 151.48 0 22946.1904

Table 13
Cell losses with equal priority for bursty traffic under load = 0.77.

# of cells lost Cost
Time Class 1 Class 2 L1(t)

2 + L2(t)
2

1000 0 14.12 199.3744
2000 16.80 14.12 481.6144
3000 16.80 28.92 1118.6064
4000 30.68 28.92 1777.6288
5000 30.68 44.48 2919.7328
6000 44.04 44.48 3917.9920
7000 44.04 58.80 5396.9616
8000 55.40 58.80 6526.6000
9000 55.40 80.00 9469.1600

10000 70.68 80.00 11395.6624
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Figure 6. Comparing the convex cost function for the Poisson arrival pattern under four scheduling policies:
FCFS, priority to class 1, priority to class 2, and equal priority.

and 11 for Poisson, Pareto and bursty traffic, respectively. The cell losses when class 2
is given priority over class 1, are shown in tables 4, 8 and 12 for Poisson, Pareto and
bursty traffic, respectively.

Using these results we can construct the polytope of theorem 4. For this example,
the polytope is the straight line joining two points in the (X, Y )-plane, that are located
approximately at (a, 0) and (0, a), where a is the total number of cells lost till that
point in time. For example, at time 1000 in tables 11 and 12 for the bursty traffic, the
line connects the points (0, 14) and (14, 0) approximately. Applying theorem 4, the
optimal solution is to give equal priority to classes 1 and 2. The rule is implemented by
alternately giving priority to the two classes in time slices of 1000 time units. Applying
this rule, yields the data given in tables 5, 9 and 13 for Poisson, Pareto and bursty traffic,
respectively. This example apart from illustrating the use of theorem 4 also serves to
underscore the non-intuitive fact that even though the traffic from class 1 is much smaller
than that from class 2, for a symmetric convex loss function, the optimal solution is to
give “equal” priority to both classes.

Figures 6–8 compare the convex cost function for Poisson, Pareto and bursty traf-
fic models respectively under the four scheduling schemes: FCFS, priority to class 1,
priority to class 2 and equal priority. Clearly the performance of equal priority is the
best followed by the FCFS scheme. Both perform much better than the priority rules.
In tables 2–13 the breakdown of the respective losses and cost functions for the differ-
ent scheduling policies are illustrated for Poisson (tables 2–5), Pareto (tables 6–9) and
bursty (tables 10–13) traffic models. Note that for figures 6–8 as well as tables 2–13, the
traffic model parameters are as reported in section 4.3. However, in order to keep the
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Figure 7. Comparing the convex cost function for the Pareto arrival pattern under four scheduling policies:
FCFS, priority to class 1, priority to class 2, and equal priority.

Figure 8. Comparing the convex cost function for the bursty arrival pattern under four scheduling policies:
FCFS, priority to class 1, priority to class 2, and equal priority.

losses to about the same order of magnitude, the link speeds are modified so that the load
using the Poisson, Pareto and bursty traffic models are 0.97, 0.87 and 0.77, respectively.
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Although the analytical models only suggested that the equal priority policy will
be optimal over a single node, we find via simulation experiments that even the end-to-
end performance of the equal priority policy is clearly superior than the other scheduling
policies – FIFO, priority to class 1 and priority to class 2. However, the simulation run
times of all the policies (FIFO, priority to class 1, priority to class 2 and the optimal
equal priority) were exactly the same.

Implementation

In terms of implementation, the equal priority policy can be implemented on ATM
switches using the same logic as that for COMNET by assigning equal weights to the
two classes of traffic in a weighted round-robin scheme (the scheme is explained in [30]
and is available on most ATM switches). Since the weighted round-robin scheme is work
conserving, when the scheduler is on class 1 (and draining out class 2 traffic using any
leftover capacity) it is equivalent to giving class 1 high priority and class 2 lower prior-
ity. When the scheduler toggles to class 2, then class 2 receives higher priority. Note
that other policies that result out of a different objective function, can be implemented
by appropriately modifying the different service scheduling policies available in ATM
switches.

6. Conclusions

In this paper, we have completely characterized the set of achievable performance vec-
tors with regard to cell loss over the finite time horizon, and with respect to cell loss rate
over the infinite horizon, for a single switch with finite buffer. We have also developed
a procedure for determining the optimal performance under any performance criteria
which can be expressed either as a linear function of the cell loss or an arbitrary function
of the cell loss rates, and indicated a method for determining controls that can yield a
performance as close as desired to the optimal value. The analytical results are validated
and extended from a single switch to a network of switches using a commercial-off-the-
shelf network simulation software package. We consider a 2-class traffic example with
objective function as the sum of the squares of the cumulative cell loss over time. For
this example we show by running simulation experiments with varying traffic models
that the optimal policy which assigns equal priorities to the two classes by alternating
the priorities, performs far better on an end-to-end basis than other policies such as FIFO
and absolute priority. In future work, we intend to study the queueing and loss processes
when the switch is operated using the controls suggested in this paper, with the aim of
developing approximations for the loss probabilities. Other performance measures such
as latency and delay-jitter will be investigated in the future. Various Quality of Ser-
vice requiring traffic will also be analyzed. This analysis will be extended to IP-based
networks in future work.
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