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Abstract—This study proposes the demand-side power pro-
curement problem to optimally reduce consumer’s energy cost.
The motivation stems from pressing issues on an increase of
energy cost in an industrial section. From an energy consumer’s
perspective, there exists an opportunity to reduce energy cost by
adjusting purchase and consumption of energy in response to
time-varying electricity price while utilizing renewable energy,
which is called demand response. In this case, energy storage can
be used to mitigate fluctuation of intermittent renewable supply
and volatile electricity price. Although it is anticipated to serve a
significant amount of energy consumption from renewable energy
and to avoid peak electricity price, variability and uncertainty in
power demand, renewable supply, and electricity price, make it
challenging to determine an optimal power procurement. The
main objective of this study is to suggest a decision-making
methodology that enables energy consumers to optimally de-
termine power procurement against time-varying and stochastic
electricity price and renewable supply. Specifically, this study
formulates an optimal day-ahead power procurement as a two-
stage stochastic mixed integer program and proposes a solu-
tion approach based on Benders decomposition. The proposed
methodology can be successfully applied to energy-intensive
industries, such as data centers.

Index Terms—Day-Ahead Power Procurement, Demand Re-
sponse, Renewable Energy, Energy Storage, Two-stage Stochastic
Integer Programming, Benders Decomposition.

NOMENCLATURE

• Sets and Indices
– T : Index set of time periods t∈T
– ω: Index set of scenarios ω∈Ω

• Deterministic Parameters
– Dt: Forecasted power demand at time t∈T
– Rt: Forecasted renewable supply at time t∈T
– CDA

t : Day-ahead electricity price at time t∈T
– M char, Mdis: Charging and discharging rate of storage
– Smax: Maximum level of energy storage
– ηchar, ηdis: Charging and discharging inefficiency of

storage
– P loss

t : Penalty cost for power loss at time t∈T
– Lmax: Allowed number of time periods for shifting

demand
– TW : Time window to meet shifted power demand
– ε: Maximum fraction of amount of shifted load

• Stochastic Parameters (for each scenario ω ∈ Ω)
– Dt(ω): Actual power demand at time t∈T
– Rt(ω): Actual renewable supply at time t∈T
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– CRT
t (ω): Real-time electricity price at time t∈T

• First-stage Decision Variables (Day-Ahead Operations)
– xt: Day-ahead purchase commitment at time t∈T
– ut: Binary variable indicates whether demand load at time
t∈T can be shifted by demand response

– zcDA
t , zdDA

t : Amount to be charged/discharged at time
t∈T

– sDA
t : Level of storage at the beginning of time t∈T

• Second-stage Decision Variables (Real-Time Operations)
– yt: Real-time electricity purchase at period t∈T
– ylosst : Power loss at period t∈T
– vt`: Amount of load shifted from time t∈T will be

satisfied at time `∈T (t<`)
– wt: Amount of shifted load at the beginning of time t∈T
– zcRT

t , zdRT
t : Amount to be charged/discharged at time

t∈T
– sRT

t : Level of storage at the beginning of time t∈T

I. INTRODUCTION

IN recent years, many industries have witnessed a tremen-
dous increase in energy consumption that has resulted in

enormous expenses as well as carbon pollution. In 2013, U.S.
data centers, one of the today’s fastest-growing industries,
consumed an estimated 91 billion kilowatt-hours of electricity,
which is equivalent to the annual output of 34 large (500-
megawatt) coal-fired power plants. Moreover, data centers
energy consumption is projected to increase to roughly 140
billion kilowatt-hours annually by 2020, costing $13 billion
annually in electricity bills and emitting nearly 100 million
metric tons of carbon pollution per year [1]. For this reason,
many energy-intensive industries are striving to reduce energy
cost and to have a positive impact on the environment. In this
situation, renewable energy is considered as a promising solu-
tion for them to be energy-efficient. In other words, industries
have an opportunity to utilize renewable energy to partially or
fully serve their demand load to curtail expenses for procuring
energy. In fact, U.S. renewable electricity has grown up to
13.5% of total electricity, and 7.4% of energy consumption
in the industrial sector is currently met by renewable energy
[2]. In addition, the amount of industrial energy consumption
saved by renewable energy has been continuously increasing,
and this trend is expected to continue in the future. In addi-
tion, from the energy-consumers perspective, there exists an
opportunity for industries to adjust purchase and consumption
of energy in response to time-varying price in the energy
market. Traditionally, power consumers use electricity with a
flat rate offered by utility companies or energy market for their
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Fig. 1. Demand-side Power Procurement

usage. However, in recent years, it is becoming common for
many utilities to offer day-ahead and real-time prices for smart
pricing [3], and some independent system operators, such as
ERCOT [4] and California ISO [5], have recently allowed
consumers to purchase electricity directly form the market
while providing price information. Therefore, industries get
a chance to procure energy by participating in the market
while being fully aware of the time-varying price, and they
may have an opportunity to determine the amount of their
energy consumption depending on the electricity price. This
opportunity is called demand response. Moreover, considering
an opportunity to use renewable energy, demand response can
also be successfully implemented to utilize renewable energy
by consuming more renewable energy when it is available. In
addition, by applying demand response to energy procurement,
energy storage can be used to mitigate fluctuation of inter-
mittent renewable supply and volatile electricity price. Data
centers are one of promising application areas for demand
response, since they have manageable and flexible workloads
[6] and are currently using renewable energy to supply power
demand by installing on-site renewable generation facility or
make contracts with solar or wind farms [7]. Applying demand
response in demand-side power system management is studied
under the concept of “Virtual Power Plant” [8], [9], and [10].

To realize the aforementioned opportunities, practitioners
are strongly encouraged to develop new technologies for
planning, design, control, and operations of power systems
against variability and uncertainty in renewable energy and
electricity price. In other words, since the conventional sys-
tems and techniques have not been designed while considering
integration of renewable energy and demand response into
power system operations, intermittent renewable generation
and volatile electricity price challenge power system engi-
neers’ decision making. In this context, current research in
the power system has been focused on integrating optimization
techniques to yield reliable and robust energy generation and
procurement. It is anticipated that application of optimization
techniques will have a significant impact on planning, design,
control, and operations of power systems. For these reasons,
this study focuses on developing a decision-making method-
ology for demand-side power procurement with renewable
energy, storage, and demand response using a stochastic op-
timization technique. Specifically, this study considers a two-
stage power procurement composed of day-ahead and real-
time procurements. Note that there is a body of literature on
demand-side power procurement based on Markov decision
process, [11], [12], [13], [14], [15], and Lyapunov optimiza-

tion [16], [17], [18], [19]. While all of the aforementioned
literature focuses on modeling the sequential stochastic control
problem and designing optimal policy tailored to real-time
power procurement, this study proposes a two-stage stochastic
optimization problem tailored to day-ahead power procure-
ment and suggests a solution approach based on Benders
decomposition. To the best of our knowledge, the two-stage
stochastic optimization approach for day-ahead power procure-
ment problem with renewable energy, storage, and demand
response has not been addressed in the literature. Thus, this
study would be a good starting point to study demand-side
power procurement problem based on the framework of two-
stage stochastic program. The rest of this paper is organized as
follows: Section II gives a detailed description and assumption
of the proposed two-stage power procurement problem and
formulates the problem as a mathematical model. Section III
introduces an algorithm based on Benders decomposition and
suggests strategies designed to improve the algorithm. Section
IV analyzes the results obtained by numerical experiments,
and Section V ends the paper with concluding remarks and
future research directions.

II. PROBLEM DESCRIPTION

A. Scenario and Assumption

Based on scenario considered in this study, consumer’s
power demand can be met by the following sources: (i)
purchase from energy market, (ii) renewable energy, and
(iii) discharge from energy storage as depicted in Figure 1.
In practice, energy market includes day-ahead and real-time
markets that work together as follows:
• Day-ahead energy market lets participants commit to buy

electricity one day before the operating day to help avoid
price volatility.

• Real-time energy market allows participants to buy elec-
tricity during the course of the operating day to balance
mismatch between day-ahead purchase commitment actual
demand load.

Considering the operations of energy market, we consider
a two-stage framework that consists of day-ahead and real-
time power procurement, and propose day-ahead procurement
problem. Based on a two-stage stochastic program, the pro-
posed day-ahead power procurement problem is designed so
that the first-stage problem determines day-ahead purchase
commitment (here-and-now decisions) based on the forecasted
demand load and renewable supply, while the second-stage
determines the real-time purchase (recourse decisions) to ad-
just the mismatch between purchase commitments and the
actual power demand and renewable supply. We assume that
day-ahead electricity price, forecasted power demand and
renewable supply are known in the first-stage, but real-time
electricity price, actual power demand and renewable supply
are time-varying and stochastic. Note that forecasting power
demand and renewable supply are out of the scope of this
study. In addition, we consider energy storage operations with
finite capacity, maximum charging and discharging rates, and
inefficiency in charging and discharging. In fact, the frequent
cycle of charging or discharging causes the degradation of the
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energy storage in terms of lifetime and efficiency. However,
this study does not consider the degradation since it is assumed
to be negligible within one-day operations. Moreover, we
implement demand response into the proposed day-ahead
power procurement so that consumer assigns time periods
in day-ahead and allows demands to be shifted in real-time
at assigned time periods, but should be met by the deadline
in real time operation. According to the proposed two-stage
power procurement framework, based on day-ahead purchase
commitment, power loss (i.e. procured power that could not
be used to neither serve power demand nor charge storage)
might be occurred depending on actual demand load and
renewable generations. In our study, we define a penalty cost
charged for power loss to ensure that both day-ahead purchase
commitment and renewable energy are fully used in real-time
operations.

B. Mathematical Model

We formulate the proposed day-ahead power procurement
problem as a two-stage stochastic mixed-integer program-
ming (SMIP) problem. The first-stage problem determines
the purchase commitment and assign periods for shifting
demand based on the day-ahead electricity price, forecasted
demand and renewable supply considering storage operation to
minimize day-ahead purchase cost and the expected recourse
cost caused by the real-time procurement for each possible
scenario. In the second-stage, the subproblem is defined to
adjust mismatch caused by forecasting errors against actual
power demand and renewable supply by purchasing electric-
ity from a real-time market and shifting consumers demand
based on operations of energy storage (charging/discharging).
Our proposed day-ahead power procurement problem can be
formulated as a two-stage SMIP as follows:

Min
∑
t∈T

CDA
t xt + E[f(x, u, ω̃)] (1)

s.t. xt + zdDA
t − zcDA

t = Dt −Rt ∀t ∈ T (2)∑
t∈T

ut ≤ Lmax (3)

zcDA
t ≤ min{M char, Smax − sDA

t } ∀t ∈ T (4)

zdDA
t ≤ min{Mdis, sDA

t } ∀t ∈ T (5)

sDA
t+1 − sDA

t − ηcharzcDA
t +

1

ηdis
zdDA

t = 0 ∀t ∈ T (6)

xt, s
DA
t , zcDA

t , zdDA
t ≥ 0 ∀t ∈ T (7)

ut ∈ {0, 1} ∀t ∈ T (8)
where for each scenario ω ∈ Ω

f(x, u, ω) =
∑
t∈T

(
CRT

t (ω)yt + P loss
t ylosst

)
(9)

s.t. yt − ylosst + zdRT
t − zcRT

t +

t+TW∑
`=t+1

vt` −
t−1∑

`=t−TW

v`t

= Dt(ω)−Rt(ω)− xt ∀t ∈ T (10)
t+TW∑
`=t+1

vt` ≤ Dt(ω)ut ∀t ∈ T (11)

wt+1 − wt −
t+TW∑
`=t+1

vt` +

t−1∑
`=t−TW

v`t = 0 ∀t ∈ T (12)

wt ≤ ε
t−1∑
`=1

D`(ω) ∀t ∈ T (13)

zcRT
t ≤ min{M char, Smax − sRT

t } ∀t ∈ T (14)

zdRT
t ≤ min{Mdis, sRT

t } ∀t ∈ T (15)

sRT
t+1 − sRT

t − ηcharzcRT
t +

1

ηdis
zdRT

t = 0 ∀t ∈ T (16)

yt, y
loss
t , v`t, wt, s

RT
t , zcRT

t , zdRT
t ≥ 0 ∀`, t ∈ T. (17)

In the above formulation, the objective function (1) is com-
posed of day-ahead power procurement costs and the expected
recourse cost for real-time power procurement in the second-
stage corresponding to the one-day operation cycle. Constraint
(2) is the power balance equation for day-ahead power pro-
curement plan ensuring that day-ahead purchase commitment
is determined so that forecasted power demand is fully satis-
fied by considering forecasted renewable supply and energy
storage operations. Constraint (3) assigns time periods for
shifting demand in real time with a maximum allowed number
of time periods. Constraints (4)-(6) are for day-ahead storage
operations. Constraint (7) are the non-negativity restrictions
and constraint (8) gives the binary restrictions on the first-
stage decision variables. In the second-stage, the objective
function of the subproblem for each scenario is formulated
to minimize real-time operations cost, which is composed by
real-time purchase cost and penalty cost for power loss as (9).
Constraint (10) is the power balance equation for real-time
power procurement operation including shifting and serving
power demand (for demand response) corresponding to the
actual power demand and wind power supply given day-ahead
purchase commitment. Note that, power loss may happen
when the amount of total power procurement is exceeding
the actual power demand and the maximum charging amount.
Constraints (11)-(13) are for demand response. Constraint (11)
defines a condition that power demand can be shifted only at
pre-assigned time periods, and constraint (12) is the balance
equation for demand shifting under demand response. We
define the quality of usage constraint as (13) so that the
fraction of the amount of shifted demand (but not yet served)
to the total amount of power demand cannot be exceeded a
pre-agreed level. Constraints (14)-(16) are for real-time energy
storage operations, and constraint (17) are the non-negativity
restrictions on the second-stage decision variables.

Note that “min{}” function used in constraints (4), (5), (14),
and (15) can simply be linearized by two separate constraints.
For example, constraint (4) is equivalent to zcDT

t ≤ M char

and zcDT
t +sDT

t ≤ Smax ∀t ∈ T . We would like to emphasize
that in the two-stage SMIP formulation, only the fist-stage
problem includes integer variables and the subproblem is for-
mulated without any integer variables, and thus, the proposed
two-stage SMIP problem has continuous recourse. In addition,
the two-stage SMIP has relatively complete recourse [20] such
that every solution obtained by solving the master problem
always results in a feasible subproblem.
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III. SOLUTION APPROACH

As described in Section II-B, our proposed day-ahead pro-
curement problem is formulated as a two-stage SMIP problem
with continuous recourse where only the master problem
includes binary decision variables. Note that the two-stage
SMIP problem can be modelled as a deterministic equivalent
problem (DEP) that is formulated as a large mixed integer
programming problem with a finite number of scenarios. In
general, solving a DEP of the two-stage SMIP problem is
inefficient with a large number of scenarios, and in this case,
decomposition techniques can be used to solve the problem
efficiently. Specifically, for the continuous recourse, the L-
shaped algorithm [21] and the multicut L-shaped algorithm
[22] can be used to solve the two-stage stochastic program-
ming problem based on Benders decomposition [23]. The main
idea of the L-shaped algorithm and the multicut algorithm is
to solve the decomposed master and subproblems separately
by approximating a recourse function by adding Benders cuts
within the course of solving the master problem. However,
both algorithms based on Benders decomposition may lead
the slow convergence to get an optimal solution depending
on problem structure as well as scenario data. For these
reasons, there has been a body of literature that the proposed
techniques to generate stronger Benders cuts that accelerate
the convergence of the algorithm [24], [25], [26], and [27].

In this study, we propose cut generation strategy (Section
III-A) that introduces valid inequalities to generate stronger
Benders cuts and define valid optimality cuts that can be
added to the master problem in addition to Benders cuts during
the course of the multicut L-shaped algorithm. In addition to
cut generation strategy, we suggest cut aggregation strategy
(Section III-B) based on the relative trade-off between the
single cut and multicut methods [28], while investigating the
optimal aggregation level of Benders cuts. Let us redefine
decision variables used in formulation (1)-(17) as a set of
vectors, x,u and y, such that x denotes vectors of continuous
variables (i.e. xt, sDA

t , zcDA
t , zdDA

t for all t ∈ T ) and u
denotes binary variables (i.e. ut for all t ∈ T ) in the first stage,
and y denotes vectors of continuous variables in the second
stage (i.e. yt, ylosst , v`t, wt, s

RT
t , zcRT

t , zdRT
t for all `, t ∈ T ).

Then, with suitable matrices, A,D,W,T,H(ω), and vectors,
c,b, e,q(ω), r(ω), our proposed two-stage day-ahead power
procurement problem (1)-(17) can be defined as follows,

Min c>x + E[f(x,u, ω̃)] (18)
s.t. Ax ≤ b (19)

Du ≤ e (20)
x ≥ 0,u ∈ {0, 1}n (21)

where for each scenario ω ∈ Ω

f(x,u, ω) = Min q(ω)
>
y (22)

s.t. Wy ≤ r(ω)−Tx−H(ω)u (23)
y ≥ 0, (24)

where ω̃ is a multivariate random variable defined on a
probability space with outcome scenarios ω ∈ Ω. Let s denote
index of scenarios such that s = 1, . . . , S (S = |Ω| < ∞)

and ps denote the probability of occurrence for each scenario,
then based on the multicut L-shaped algorithm, we solve the
following master problem iteratively,

Min c>x +

S∑
s=1

psηs (25)

s.t. Ax ≤ b (26)
Du ≤ e (27)

β>t(s)x + γ>t(s)u + ηs ≥ αt(s) t(s) = 1, ..., u(s),

s = 1, ..., S (28)
x ≥ 0, u ∈ {0, 1}n, ηs free, s = 1, . . . , S, (29)

where t(s) is an index of Benders optimality cuts generated
by solving the sub problem with scenarios s ∈ S and u(s)
is the number of Benders optimality cuts added to the master
problem during the course of algorithm. Note that Benders
optimality cuts (28) are generated by solving the following
dual subproblem for each possible scenario,

fs(x) = Max π>s (rs −Tx−Hu) (30)

s.t. π>s W ≤ q (31)
πs ≤ 0, (32)

with αs = ps(π
∗
s )rs, β>s = ps(π

∗
s )>T, and γ>s = ps(π

∗
s )>Hs

with π∗s (x) an optimal solution of the dual subproblem. We
would like to emphasize that our proposed two-stage SMIP
problem has relatively complete recourse, and thus, only
optimality cuts (28) are generated and added to the master
problem based on the multicut L-shaped algorithm.

In this study, we implement the Benders decomposition
based on single search tree referred to as “Branch-and-
Benders-cut” (B&BC) algorithm [29] by using the lazy con-
straints pool provided by CPLEX Concert Technology (IBM
ILOG CPLEX [30]). The main advantage of B&BC is that
Benders cuts can be added to the master problem during the
course of branch-and-cut algorithm (i.e. single search tree)
rather than re-solving the master problem as a new problem
at each iteration when Benders cuts are generated and added
by solving the subproblems. This can expedite solving the
master program. However, there also might be disadvantages
of using the lazy constraints pool due to the following reasons.
During the course of branch-and-cut algorithm, Benders cuts
are generated and added each time when the integer (and
fractional) solutions are encountered, and the algorithm check
the lazy constraint pool for the fractional solution. This might
take longer computational time than the classical implemen-
tation of Benders decomposition. Therefore, we conducted
preliminary experiments, and results showed that the B&BC
algorithm using the lazy constraints pool outperforms the
classical implementation for solving the proposed problem.
Hence, we implement the multicut L-shaped algorithm by
using the lazy constraints pool. The details of our proposed
cut generation and aggregation strategies are described in the
following Sections III-A and III-B, respectively.

A. Cut Generation Strategy
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1) Valid Inequalities: The key idea for improving per-
formance of the multicut L-shaped algorithm is to generate
stronger Benders cuts so that the solution space of the master
problem can be significantly restricted. For the purpose of
generating stronger Benders cuts, we propose the following
valid inequalities (33) and (34). By adding valid inequalities
(33) and (34), and projecting them into the solution space of
the subproblem, the additional effects of the master problem’s
solution can be reflected in the subproblem’s solution, and
thus, stronger Benders cuts can be generated and added.
t+TW∑
`=t+1

vt`≤ε
(t−1∑
`=1

D`(ω)
)
−wt+

t−1∑
`=t−TW

v`t+εDt(ω)ut ∀t∈T

(33)

wt+1 ≤ ε
t−1∑
`=1

D`(ω) + εDt(ω)ut ∀t ∈ T. (34)

For demand response, the two set of valid inequalities ensure
that the amount of shifted demand at time period t ∈ T
does not exceed the actual allowable limit that is restricted
by the quality of usage constraint (13). We have the following
propositions and proofs to show the validity of the proposed
inequalities (33).

Proposition 1: The following inequality,
t+TW∑
`=t+1

vt` = ε

(
t−1∑
`=1

D`(ω)

)
−wt+

t−1∑
`=t−TW

v`t+εDt(ω) ∀t ∈ T,

(35)
is valid for problem (1)-(17).

Proof: By plugging (13) into (12), we can show that
t+TW∑
`=t+1

vt` = wt+1 − wt +

t−1∑
`=t−TW

v`t

≤ ε

(
t∑

`=1

D`(ω)

)
− wt +

t−1∑
`=t−TW

v`t

= ε

(
t−1∑
`=1

D`(ω)

)
− wt +

t−1∑
`=t−TW

v`t + εDt(ω) ∀t ∈ T,

which proves the result.
Proposition 2: The inequality,

t+TW∑
`=t+1

vt`≤ε
(t−1∑
`=1

D`(ω)
)
−wt+

t−1∑
`=t−TW

v`t+εDt(ω)ut ∀t∈T,

(36)
is valid for problem (1)-(17).

Proof: Considering the value of decision variable ut for
all t ∈ T , we have the following two cases:
• Case 1: If ut = 0, then

t+TW∑
`=t+1

vt` = 0, (37)

by constraint (11). Now, for ut = 0, we have the inequality
(36) as,

t+TW∑
`=t+1

vt` ≤ ε
( t−1∑

`=1

D`(ω)
)
− wt +

t−1∑
`=t−TW

v`t. (38)

Note that the RHS of (38) would be positive by constraint
(13), and v`t ≥ 0 for all `, t ∈ T . Hence, inequality (36) is
valid for ut = 0 for all t ∈ T .

• Case 2: If ut = 1, then inequality (36) is equivalent to
inequality (35) which is valid for the proposed problem (1)-
(17). Hence, inequality (36) is valid for ut = 1 for all t ∈ T .

In addition, the following proposition shows the validity of
inequality (34).

Proposition 3: The inequality,

wt+1≤ε
t−1∑
`=1

D`(ω)+εDt(ω)ut ∀t∈T, (39)

is valid for problem (1)-(17).
Proof: By plugging (12) into valid inequality (36), we

obtain inequality (39).
Note that our proposed valid inequalities (36) and (39) are

equivalent because of equation (12), however, their contribu-
tion to improve the performance of Benders decomposition
might be different. In Section IV, we will compare perfor-
mance improvement by applying each of valid inequalities (36)
and (39).

2) Valid Optimality Cuts: In addition to Benders optimality
cuts, we introduce a set of valid optimality cuts designed to
be added to approximate the recourse function in the first-
stage problem of the two-stage SMIP problem. Note that
Laporte and Louveaux [31] developed the optimality cut for
approximating the expected recourse function with the binary
first-stage problem (i.e. the first-stage problem includes only
binary decision variables). In this study, we extend their
optimality cut so that it can be used to approximate the
expected continuous recourse F (x,u) = E[f(x,u, ω̃)] for
the mixed-binary first-stage problem where x is continuous
and u is binary decision variables. To introduce the proposed
valid optimality cuts, we assume that a lower bound L on
E[f(x,u, ω̃)] is known, that is,

L ≤ min
x,u
{E[f(x,u,ω̃)]|Ax ≤ b,Du ≤ e,x ≥ 0,u ∈ {0,1}n}.

Let xk and uk denote the master problem’s solution at kth
iteration during the course of the multicut L-shaped algorithm,
then we have recourse function for xk and uk as,

F (xk,uk) = E[f(xk,uk, ω̃)],

and define the set Sk for kth binary decision variables as,

Sk = {t | ukt = 1}.

We summarize our proposed optimality cut in the following
theorem.

Theorem 1: The following cut is a valid cut for F (x, u):

η≥(F (xk,uk)−L)

∑
t∈Sk

ut−
∑
t/∈Sk

ut−|Sk|+1

+L−c>(x−xk).

(40)
Proof:

1) If u=uk, (
∑

t∈Skut−
∑

t/∈Skut−|Sk|+1)=1.
• If x=xk, then the cut η≥F (xk,uk) is tight (i.e. active).
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• If x 6=xk, then the cut η≥F (xk,uk)−c>(x−xk) is valid
for x∈{Ax≤b,x∈Rn

+,x 6=xk}. In addition, for incumbent
solution xk and uk obtained during the course of branch-
and-cut algorithm, the following inequality is valid,

c>x+F (x,uk)≥c>xk+F (xk,uk), (41)

for all x∈{Ax≤b,x≥0}. Note that c>x+F (x,u) rep-
resents objective function value of overall problem (i.e.
including the first and second-stage objective function
value) decision variable u is fixed as u=uk in both left-
hand-side and right-hand-side of the above inequality (41).
Now we have the following inequality:

η≥F (x,uk)≥F (xk,uk)−c>(x−xk). (42)

This shows that the cut η≥F (xk,uk)−c>(x−xk) is valid.
2) If u6=uk, then (

∑
t∈Skut−

∑
t/∈Skut−|Sk|+1)≤0. And let

M=(F (xk,uk)−L)
(∑

t∈Skut−
∑

t/∈Skut−|Sk|+1
)
, then

M≤0 since F (xk,uk)≥L.
• If x=xk, then the cut is η≥M+L and it must be valid.
• If x6=xk, then the cut η≥L+M−c>(x−xk) is valid since,

η≥F (x,uk)≥M+L−F (xk,uk)+F (x,uk)

≥M+L−c>(x−xk),

based on inequality (41).

We would like to emphasize that optimality cut (40) is weak,
therefore it should be used together with Benders cuts to
improve the performance. In addition, optimality cut (40) can
be implemented into the cut aggregation scheme based on the
multicut L-shaped algorithm. Let j ∈ J be the index of cut
aggregate and define the expected recourse function for the
subset of scenarios corresponding to each cut aggregate as,

Fj(x,u) = E[f(x,u, ω̃j)]. (43)

Assuming that a lower bound Lj is known, that is,

Lj≤Minx,u{E[f(x,u,ω̃j)]|Ax≤b,D≤e,x≥0,u∈{0,1}n}.
(44)

Then, the following cut is a valid optimality cut for Fj(x, u):

ηj ≥ (F (xk,uk)j − Lj)

∑
t∈Sk

ut −
∑
t/∈Sk

ut − |Sk|+ 1


+ Lj − c>(x− xk). (45)

Optimality cut (45) can be added to the master problem
together with Benders optimality cuts for the approximated
recourse function of each cut aggregate, ηj . To implement
optimality cuts (45), lower bound Lj can be determined by
solving the following relaxed problem:

Lj = Min
∑
ω∈Ωj

p(ω)q(ω)>y(ω)

s.t. Wy(ω) ≤ r(ω)−T(ω)x−H(ω)u ∀ω ∈ Ω

Ax ≤ b (46)
x ≥ 0,u ∈ [0, 1]n, y(ω) ≥ 0 ∀ω ∈ Ω,

where Ωj represents subset of scenarios corresponding to cut
aggregate j ∈ J . Note that problem (46) is relatively easy to
solve with relaxed binary decision variables.

B. Cut Aggregation Strategy

The motivation of cut aggregation stems from the relative
advantages of the L-shaped (single cut) algorithm and the
multicut L-shaped algorithm. In general, the multicut L-shaped
algorithm has less major iterations via passing more informa-
tion by allowing for cuts up to the number of scenarios than
the L-shaped algorithm, however, solving the master problem
requires more computation time. On the other hand, when we
aggregate cuts and less number of optimality cuts are added
to the master problem, the algorithm may have more major
iterations due to loss of information caused by aggregation.
However, the master problem can be solved easier than when
the multicut L-shaped algorithm is used. Based on the trade-off
in terms of computational time, authors of [28] suggested an
adaptive optimality multicut method that dynamically adjusts
the level of aggregation of the optimality cuts in the master
problem during the course of the algorithm. The numerical
results of [28] show that the optimal computational time is
achieved on some middle level of aggregation, but this level
is not known a priori and depends on problem structure. In a
similar fashion, we try to investigate an appropriate aggrega-
tion levels based on the trade-off of algorithm performance in
terms of computational time.

In this study, we propose a cut aggregation strategy that
assigns Benders optimality cuts to be aggregated for the given
aggregation level during the course of the algorithm. The
fundamental idea of our suggested strategy is to aggregate
Benders cuts while minimizing loss of information caused
by cut aggregation. This can be accomplished by aggregat-
ing Benders optimality cuts obtained from the subproblem
defined by “similar” scenario data. Each scenario consists of
three-dimensional vectors, power demand, renewable supply,
and electricity prices, respectively. These vectors show time-
varying patterns across 24 hours periods corresponding to one-
day time horizon. We would like to emphasize that relations
among power demand, renewable supply, and electricity prices
have a significant impact on the solution of the subproblem
due to the problem structure. For example, if there exists a
negative correlation between power demand and electricity
price, then the optimal solution of subproblem is determined
so that storage is charged and discharged more frequently as
well as more power demand is shifted to minimize expense.
In this context, we characterize the structure of each scenario
data using pairwise correlations between power demand, re-
newable supply, and electricity prices and measure similarity
of scenario data based on those correlations. For example,
correlation between series of Dt(ω) and CRT

t (ω) across time
periods t ∈ T for each scenario ω ∈ Ω, ρDC(ω), can be
computed as follows:

ρDC(ω)=

∑24
t=1(Dt(ω)−D(ω))(Ct(ω)−C(ω))√∑24

t=1(Dt(ω)−D(ω))2
∑24

t=1(Ct(ω)−C(ω))2

,

(47)
where D(ω) is the average power demand and C(ω) is the

average electricity prices for each scenario ω ∈ Ω. Likewise,
we can determine pairwise correlation between power demand
and renewable supply, ρDR(ω), and renewable supply and
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TABLE I
PARAMETER SETTING

Energy Storage
Smax Smax =

E[Dt(ω)]
2

Mchar,Mdis Mchar =Mdis =
E[Dt(ω)]

4
ηchar , ηdis ηchar = ηdis = 0.9

Demand Response
Lmax Lmax = 4
TW TW = 4
ε ε = 0.05

Forecasted Demand Dt Dt = E[Dt(ω)] ∀t ∈ T

Forcasted Renewable Rt Rt = E[Rt(ω)] ∀t ∈ T

Penalty Cost P loss
t P loss

t = CDA
t

electricity price, ρRC(ω), for each scenario ω ∈ Ω.
To implement our idea for cut aggregation, we cluster sce-

narios using k-means clustering algorithm based on pairwise
correlation values of each scenario. As mentioned above,
three pairwise correlations are computed for each scenario,
and thus we can cluster scenarios using k-means up to 3-
dimensions based on selection of those pairwise correlations.
For example, for 1-dimensional clustering, we can pick one
of ρDC(ω), ρDR(ω), and ρRC(ω)), and for 2-dimensional
clustering, we can choose combination of two correlations,
ρDC(ω) and ρDR(ω), ρDR(ω) and ρRC(ω)), ρDC(ω) and
ρRC(ω)). Note that original k-means clustering algorithm does
not guarantee to generate equal-sized cluster, therefore we
implemented k-means algorithm by using an open source data
mining software [32] so that it yields equal-sized k clusters
(i.e. each cluster consists of n/k where n is the number
of scenarios) for balanced aggregation. Once the scenarios
are clustered, Benders optimality cuts generated by solving
the subproblem for scenarios in the same cluster will be
aggregated and added to the master problem.

IV. NUMERICAL EXPERIMENTS

For numerical experiments, we investigated the performance
of the proposed algorithm using scenarios generated by the
probabilistic model introduced by Kwon et al. [15]. Through
analyzing real historical data, it is evident that power demand,
wind generation, and electricity price are time-varying and
stochastic, however, it is also reasonable to assume that there
exist daily cyclic patterns in power demand and electricity
price. In other words, there are deterministic and stochastic
variabilities in power demand, renewable generation, and
electricity price. Kwon et al. [15] proposed the probabilistic
model using on Markov chain to adequately capture the
both deterministic and stochastic variabilities. To generate a

(a) Computational Time (b) % Reduction against DEP

Fig. 2. Performance Comparison: DEP vs L-shaped vs Multicut L-shaped

set of representative scenarios that adequately captures the
both deterministic and stochastic variabilities, we train the
probabilistic model by using real historical data obtained from
Pennsylvania New Jersey Maryland (PJM) interconnection
[33], and randomly generate scenarios using Monte Carlo sim-
ulation for replications. Note that the proposed probabilistic
model using discrete time Markov chains on discrete state
spaces, and we mapped random variables to 20 discretized
states (M = 20) so that power demand, wind supply, and
electricity price have 20 different values for each time period.
Once we generate a pool of 100,000 scenarios, we obtain
10 replications for each sample size, 100, 200, 300, 400,
500, and 600 by selecting instances randomly from scenario
pool. In addition, in terms of parameters in the proposed
problem, we set parameters’ value as described in Table I.
All the experiments were conducted on an Intel Core i7-
3740 2.70GHz processor with 16GB memory. We summarize
various numerical results for performance evaluation in the
following Sections IV-B and IV-C.

A. Value of Stochastic Solution

Before analyzing performance of our proposed approach, we
would like to discuss the value of stochastic solution (VSS)
[34]. In general, stochastic programs are computationally diffi-
cult to solve, and thus, practitioners may want to formulate the
real-world problem as simpler versions, e.g. deterministic op-
timization problem by using nominal values as you mentioned.
The solution obtained from the simpler versions of problems
may provide nearly optimal solutions, however, sometimes
yield totally inaccurate solution due to the lack of considering
uncertainties. In this case, we can measure the value of
the stochastic program by using VSS which is the possible
cost reduction obtained by solving the stochastic optimization
problem. When no further in formation about the future is
available, VSS becomes more practically relevant [20]. We
conducted preliminary experiments to analyze the quantity of
VSS and we checked that about 10-15% of procurement cost
can be reduced by solving stochastic optimization problem
instead of solving deterministic optimization problem using
the expected value.

B. Performance Analysis of Cut Generation Strategy

We analyze the performance of the cut generation strategy
introduced in Section III-A. Based on the L-shaped and
multicut L-shaped algorithms, we solve the problems for
various sizes of scenarios by applying (i) the proposed valid
inequalities (33) and (34), (ii) the proposed valid optimality
cut (45), and combination of both (i) and (ii). We compare
the performance of the L-shaped and the multicut L-shaped
algorithm against the DEP. As depicted in Figure 2, as the
size of scenarios increases, the L-shaped and the multicut L-
shaped algorithms outperform the DEP. Moreover, we can
find that the L-shaped algorithm shows better performance
than the multicut L-shaped algorithm, and this indicates that
the performance of the multicut L-shaped algorithm can be
improved with cut aggregation strategy as we conjectured. We
will investigate the algorithm performance for the different



8

(a) L-shaped algorithm (b) Multicut algorithm

Fig. 3. Performance analysis of the proposed valid inequalities (33) and (34)

(a) L-shaped algorithm (b) Multicut algorithm

Fig. 4. Performance analysis of the proposed valid inequalities (33) and (34)
combined with optimality cut (40)

levels of aggregation in Section IV-C. Next, we investigate the
performance improvement by the proposed valid inequalities
for both the L-shaped and the multicut L-shaped algorithm
in terms of computational time. As depicted in Figures 3
and 4, both the L-shaped and the multicut L-shaped algorithm
are improved by applying our proposed valid inequalities. We
found that valid inequality 34 performs better than valid in-
equality (33) in many instances, however, it does not dominate.
In addition, we analyzed the performance improvement by
applying the proposed valid optimality cut (45) combined with
the valid inequalities (33) and (34). As depicted in Figure 4,
we can see the most improved performance when applying
both the proposed valid inequalities and valid optimality cut
simultaneously during the course of the algorithm. Based on
these findings, we use the proposed valid inequalities and
valid optimality cuts when we investigate the effect of cut
aggregation on the performance in Section IV-C.

C. Performance Analysis of Cut Aggregation Strategy

We conducted experiments aimed at studying the perfor-
mance of the proposed cut aggregation strategy using k-means
clustering algorithm introduced in Section III-B. Specifically,
we evaluated the performance of the proposed cut aggregation
strategy comparing with the static multicut aggregation used
by Trukhanov et al. [28]. Under the static multicut aggregation,
total n Benders optimality cuts that are generated from n
scenarios were aggregated into k cuts so that each of k cuts is
composed of n/k Benders cuts. For example, for 100 possible
scenarios (n = 100), static cut aggregation with k = 1
corresponds to the L-shaped algorithm, k = 100 corresponds

to the multicut algorithm, and 1 < k < 100 corresponds to
the partial aggregation that resigns between full aggregation
(i.e. L-shaped algorithm) and full disaggregation (i.e. multicut
algorithm). In addition, for implementation of the proposed
cut aggregation, we use k as an input parameter (i.e. number
of clusters) of k-means clustering algorithm, and Benders
optimality cuts would be aggregated based on clustered sce-
narios. As described in Section III-B, we have an option to
choose dimensions of k-means clusters (up to 3-dimensions)
for the combinations of three pairwise correlations, ρDC(ω),
ρDR(ω), and ρRC(ω)). Note that we use one-dimensional k-
means clustering for the pairwise correlation between power
demand and renewable supply, ρDR(ω), that shows the most
improved performance for the scenarios used in this study.
Figures 5 and 6 show the computational times to obtain an
optimal solution using the multicut L-shaped algorithm with
various aggregation level k where 1 ≤ k ≤ n for each size
of scenarios n = 100, 200, 300, 400, 500 and 600. Through
analyzing the results of numerical experiments, we find that
(i) both the static and the proposed cut aggregation improve
the performance of algorithm at certain level of aggregate
k, where 1 ≤ k ≤ n, (ii) the proposed cut aggregation
strategy shows better performance improvement than the static
aggregation, and (iii) the best k exists between both extreme
cases. We would like to emphasize that the multicut L-shaped
algorithm shows better performance at higher aggregation level
for scenario data used in this study.

V. CONCLUDING REMARK AND FUTURE WORK

This study is motivated by an opportunity to reduce the
energy cost and carbon pollution by utilizing renewable en-
ergy and adopting demand response from the demand-side
perspective. While utilizing renewable energy to meet power
demand, consumers may be willing to adjust their demand
load, which is called as demand response, to avoid peak
electricity price as well as optimally utilize renewable energy
to reduce procurement cost. In addition, energy storage can be
used to mitigate fluctuations of intermittent renewable supply
and volatile electricity price. Considering renewable energy,
demand response, and energy storage, the main objective of
this study is to propose decision-making models that enable
energy consumers to procure energy in a cost-efficient manner
in response to variability and uncertainty of renewable supply
as well as electricity price. In summary, the main contributions
of this paper are: (i) propose day-ahead power procurement
problem and formulate it as a two-stage SMIP problem; (ii)
introduce cut generation and cut aggregation strategies that can
be integrated with the course of the multicut L-shaped algo-
rithm to improve algorithm performance; and (iii) implement
the proposed algorithm by using lazy constraints pool provided
by CPLEX Concert Technology and investigate performance
by conducting numerical experiments with various settings.
The proposed day-ahead power procurement problem and
solution approach can be applied to many industries (e.g. data
centers and manufacturing) and also extended to grid-level
power system operations (e.g. micro grid) to curtail expenses
of procuring energy to meet demand load. We believe that
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(a) Number of scenarios n = 100 (b) Number of scenarios n = 200

(c) Number of scenarios n = 300 (d) Number of scenarios n = 400

(e) Number of scenarios n = 500 (f) Number of scenarios n = 600

Fig. 5. % Reduction in CPU time: Static versus Cluster aggregations
combined with valid inequality (33) and valid optimality cut (40)

this study would be a good starting point to study demand-
side power procurement problem based on the framework
of two-stage stochastic program and will have a significant
impact on study for the utilization of renewable energy and
implementation of demand response.
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